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Introduction

The EuroSDR Sensor and Data Fusion Contest Information for mapping from airborne SAR and optical imagery seeks to compare the potential of airborne synthetic aperture radar data with imagery from optical sensors for topographic mapping. The test is organised by EuroSDR in conjunction with the IEEE GRSS data fusion technical committee (DFC) and the ISPRS working group III/6 “Multi-Source Vision”. In the first phase of the contest, a competitive information extraction is performed on both state of the art airborne SAR data and high resolution optical imagery of different terrain types. One aim of the contest is to answer two questions: (1) Can airborne SAR compete with optical sensors for the given domain? (2) What can be gained when SAR and optical images are combined? A preliminary answer to these questions will be given in this paper.

Basic Principles of the Contest

General

The “EuroSDR sensor and data fusion contest” is divided into the following three phases:

- Phase I: Visual Image Interpretation
- Phase II: Automatic Object Extraction and Classification
- Phase III: Sensor Fusion

Currently, a final report on phase I is complete, while some test participants are still in the process of completing phase II. At the end of summer 2005, the second phase will be concluded and work on phase III will begin. For the first phase, nine interpreters from six institu-
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tions are participating in the contest. The institutions which take part in the contest are the University of Hannover, Germany; the Technische Universität München, Germany; Photogrammetry Department, General Command of Mapping, Ankara, Turkey; University of Rome, Italy; Budapest University of Technology and Economics, Hungary and Berlin University of Technology, Germany. Depending on the experience of the interpreters, the results of information extraction consisted of the segmentation of scenes into separate objects and only two interpreters analyzed both imagery types. The object types of interest for the fusion contest include built-up areas, agricultural and forest areas as well as lakes and linear objects such as highways, roads, alleys and rivers. Depending on the test data, additional objects like airports, sport fields and railway tracks have been added.

### 2.2 Imagery

The data used for the contest are optical airborne colour or black/white photography of photogrammetric quality and state of the art airborne polarimetric SAR imagery (Tab. 1).

<table>
<thead>
<tr>
<th>Test site</th>
<th>Characteristics</th>
<th>Sensor</th>
<th>Polarisation</th>
<th>λ</th>
<th>Test data resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trudering, Germany</td>
<td>industrial rural</td>
<td>AeS-1</td>
<td>none</td>
<td>X-Band</td>
<td>1.5 m</td>
</tr>
<tr>
<td>Oberpfaffenhofen, Germany</td>
<td>airport agricultural</td>
<td>E-SAR</td>
<td>lexicographic</td>
<td>L-Band</td>
<td>3.0 m</td>
</tr>
<tr>
<td>Copenhagen, Denmark</td>
<td>urban suburban</td>
<td>EMISAR</td>
<td>Pauli</td>
<td>C-Band</td>
<td>4.0 m</td>
</tr>
<tr>
<td>Fjärdhundra, Sweden</td>
<td>agricultural forested</td>
<td>EMISAR</td>
<td>Pauli</td>
<td>C-Band</td>
<td>4.0 m</td>
</tr>
</tbody>
</table>

Tab.1: SAR images used for different test areas

The optical imagery was resampled to the pixel size of the corresponding SAR images to avoid taking advantage of the higher resolution of optical images. The data sets used are described in detail by HELLWICH et al. (2002).

### 2.3 Reference Data

As a basis for analysing the interpretations produced as part of the contest, it was necessary to create reference data sets for the different test areas. Reference data contents should ideally include the information of optical and SAR imagery as well as information from topographic maps (Fig. 1). Since data acquisition times were not the same for optical and SAR images, the data sets have marginal discrepancies. The topographic maps used are of a scale of 1:25,000 and 1:50,000 (in Sweden, topographical maps of a larger scale are not available). Due to the fact that topographic maps are highly generalised (streets are broadened, buildings are merged and objects shown as signatures) and can not be referenced to the other images with pixel accuracy, they only were used to examine the content.
Test imageries were created with the vector based Desktop GIS ArcView of ESRI. As mentioned above, there are some differences between optical and SAR image due to differences in acquisition time (Fig. 2).

Nevertheless, to achieve equal data from both sensors, masks were created to cut out objects and terrains not clearly defined. Areas covered by the masks are not included in the analysis in order to avoid a false impression of the information content to be used in the contest. Since data analysis will be conducted on raster images, the reference maps were converted into raster images with pixel sizes corresponding to optical and SAR images. This image conversion was carried out using the program ERDAS Imagine of Leica Geosystems.
3 Analysis

3.1 Basic Information

In the initial stages of analysing the interpreted data, numerous problems became obvious. One problem that needs to be dealt with is the individual interpretation style of each interpreter. As it has been previously shown by ALBERTZ (1970), the quality of image interpretations is very much affected by the level of experience of the interpreter. This is especially true for SAR imagery because interpretation of different imaging characteristics is required. The second issue is the different programs interpreters work with. Some interpreters use vector based programs with different object layers for different objects; others work with raster based programs and do not separate different layers.

To get a unitary analysis, the following basic principles of data analysis have to be predefined:

- Interpretations which were computed by participants as vector data were converted into raster images, since data analyses are conducted based on raster images.
- Raster images were separated into different layers; one layer for each object class.
- Comparisons of the results were conducted for corresponding layers.
- Results of the data analysis are percentage values. Distances and area sizes were not calculated.

3.2 Evaluation Procedure

To evaluate the interpretation results, objects have been separated into areal and linear object types, since analysis is different for both object types. Image processing for both types of analysis have been carried out with ERDAS Imagine.

Comparison of areal objects takes place with pixel accuracy. The pixels of the interpreted image are subtracted from the pixels of the reference image. Figure 3 shows one example of a built-up area analysis. On the left site a reference data set is displayed, the interpreter’s one in the middle and the result of subtraction is shown on the right site. Different colours at the resulting image are defined as followed:

- **Black**: Correctly interpreted area
- **Dark grey**: False positively interpreted area
- **Light grey**: False negatively interpreted area

Correctly interpreted areas are those which were located by interpreter as well as by the reference map; false positive areas are those parts which are located by interpreter but not by the reference map; false negative are those areas shown in the reference but not detected by the interpreter.

Fig. 3: Reference data (left); interpreted data (middle); result of image processing (right)
To compare linear objects, buffer zones have been created around reference and interpreted linear objects, as it is not significant to compare one-pixel-sized lines with pixel accuracy. To define false positively classified linear objects (located by interpreter but not in the reference), the reference object line was broadened with two adequate buffers. The result of image processing is a classification of the interpreted linear objects into correctly located, incorrectly located (both inside the buffers) and false position (outside the buffers), where the changeover from correctly to falsely located objects is buffered by an incorrectly located zone (Fig. 4 left).

To define false negatively classified linear objects (contained in the reference map but not located by interpreter), the interpreted line was broadened with the same buffer width as before. The result is similar for correct and incorrect position (both inside the buffers) of positively classified roads, but differs to the line outside the buffers which is now false negatively classified (Fig. 4 right).

To achieve standardised values for analysing the quality of interpretation, the number of pixels from correctly classified objects (positively and negatively) and the number of pixels from incorrectly classified objects were averaged to give $AV_{cor}$ and $AV_{inc}$ respectively. To calculate the number of reference pixels, the following measure was used:

$$100% = AV_{cor} + AV_{inc} + f_n$$

were $f_n$ is the number of false negative pixels (1)

With this measure a clear diagram can be generated where reference pixels are shown as 100%. False positively classified pixels are added to 100% to display the number of all interpreted pixels (Fig. 5).

### 3.3 Qualitative Comparison

In addition to pixel accurate analysis, a qualitative comparison is conducted to evaluate special objects which were not detected by each interpreter, such as sport fields or land use boundaries. The qualitative comparison is only done visually. It is necessary since some interpreters provide a more detailed classification than the others. Likewise, there is no possibility to evaluate the detection of boundaries, ruins, barracks and parking lots because these detections depend on the interpreter’s classification and can neither be examined pixel-by-pixel nor be approved by the topographic maps.

### 4 Results

The results look similar for the four different test sites. As described in section 3.2, figure 5 shows an example of a comparison with pixel accuracy.
It is obvious that main roads and highways, i.e. big linear objects, are detected and well located in both sensor imageries. Although it is no problem to locate big linear objects, classification appears to be much more difficult in SAR images, as railways were sometimes classified as streets. Smaller linear objects, like roads, alleys and little rivers are reliably detected in optical but not in SAR images.

While comparing areal objects, big contiguous areas are mostly well detected while small areas seem to be hardly detectable in SAR imagery, whereas they can be found in optical images. Nevertheless, big buildings can also be detected and well located in SAR, while, as before the smaller ones are not always located correctly. The same results are obtained with sport fields, only partially detected in SAR but nearly completely detected in optical imagery. Small forest areas are hardly detectable in SAR because they don’t look like forest areas in the images (which may also depend on the interpreters experiences). Another problem seems to be the detection of water surfaces: big ones can be located and classified well in SAR images, but smaller ones can not be found, unlike in optical images.

5 Conclusion

To answer one of the main questions of this contest, it seems that SAR performs as well as optical sensing for large areal and linear objects but is not satisfactory with respect to smaller objects. Even though optical imagery was resampled to the pixel size of SAR sensing, it allows much more detailed analysis. This might certainly change when using modern SAR data with resolutions in the range of decimetres, as then speckle filtering could be done intensively without losing interpretability of the data. Without training the interpreter in finding railways and other objects they are not familiar with, it is nearly impossible for them arrive at the correct classification in SAR images. Due to the similarities between the human visual system and optical imaging, this is much easier with respect to optical images. The analysis shows that under the conditions set by the test regarding resolution of the data and experience...
of the interpreters SAR sensing by its own is not satisfactory for the mapping of small objects having a size of a few pixels in one or two dimensions. In the next phase of the contest, automatic methods for image analysis and interpretation will be used and exiting results will be expected before starting the last phase, where data fusion takes place.
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